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Abstract: Content Based Image Retrieval (CBIR) techniques appeared in 1990s. It uses low-level features like color, 

texture and shape to describe image content, and breaks through the limitation of traditional text query technique. This 

project we are proposes an image retrieval method based on color-feature and texture-feature similarity score. Many 

methods can be used to describe color feature. In this project we will use color moment method because it has the 

lowest feature vector dimensions and lower computational complexity. The HSV color space is describes a specific 

color by it’s hue, saturation, and brightness values. For the similarity measurement the first order mean, the second 

standard deviation, and the third skewness color moments have been provided to be efficient and effective in 

representing color distribution of images. In this paper, the retrieval results from color feature and texture feature are 

analyzed, furthermore texture can be through as repeated patterns of pixel over a spatial domain. Since there is no 

mathematical definition for texture, many different methods are proposed for computing texture. Here we are used 

different distance based similarity measurement methods are proposed, before we are doing texture features apply 

ranklet transform can be calculated  at different resolutions using Haar wavelet supports. 
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I.INTRODUCTION 

Color is one of the most reliable used low level visual 

features and is invariant to image size and orientation. The 

use of low level visual features is to retrieve relevant 

information from image databases. The MPEG-7 consists 

of number of histogram descriptors and dominant color 

descriptors[1-5]. MPEG-7 specifies seven color 

descriptors. It consists of color space, color quantization, 

dominant colors, scalable color histogram, color structure, 

color layout and GOF/GOP color. The dominant colors are 

used to reduces the quality of image content. In this paper, 

we will implement an effective representative color 

quantization algorithm and improve the similarity measure 

for DCD. The DCD contains two main components, they 

are 

 1. Representative colors and 

 2. Their percentages in the image or region. 

 Texture is another important visual feature that has been 

intensively studied in pattern recognition. It refers the 

surface properties of an object and their relationship to the 

surrounding environment. Texture consists of some basic 

primitives, and also describes the structural arrangement of 

a region and the relationship of the surrounding regions. 

Texture features can be classified into two categories, 

firstly spectral features such as Gabor filter and discrete 

wavelet transformation. Secondly, statistical features such 

as wold feature tamura feature and gray level co 

occurrence matrix representation. 

 Shape features can also provide powerful information 

for content based image retrieval. Humans can recognize 

objects solely from their shapes. The shape features are 

 

 

region based.Invariant moments are then used to record the 

shape features. 

 The some applications of the content based image 

retrieval are Fingerprint identification, crime prevention, 

biodiversity information systems, digital libraries, 

historical research, fashion and graphic design, publishing, 

advertising and medicine. 

  The basic difference between textual and visual 

information is the nature of retrieval process. The retrieval 

of textual information is based on discovering semantic 

similarity between textual entities. The visual information 

retrieval is based on discovering perceptual similarity. 

 The concept of perceptual similarity is made by 

examining the type of queries that users to use when 

retrieving images from the image databases.    The fig 1 

represents the Block diagram of the content based image 

retrieval (CBIR) [6-10].  

 
 

Fig.1. Block diagram of CBIR system. 

Content Based Image Retrieval (CBIR) is the retrieval of 

images based on their visual features such as colour, 

texture, and shape. Content-based image retrieval systems 

different from other elementary visual features, like color or 

texture features. The shape features[8] can be classified into 

two categories, firstly boundary based and secondly  
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have become a reliable tool for many image database 

applications. There are several advantages of image 

retrieval techniques compared to other simple retrieval 

approaches such as text based retrieval techniques. CBIR 

provides a solution for many types of image information 

management systems such as medical imagery, 

criminology, and satellite imagery. In this computer age, 

virtually all spheres of human life including commerce, 

government, academics, hospitals, crime prevention, 

surveillance, engineering, architecture, journalism, fashion 

and graphic design, and historical research use images for 

efficient services. A large collection of images is referred 

to as image database. An image database is a system where 

image data are integrated and stored. Image data include 

the raw images and information extracted from images by 

automated or computer assisted image analysis. Image 

retrieval based on content is extremely useful in a plethora 

of applications such as publishing and advertising, 

historical research, fashion and graphic design, 

architectural and engineering design, crime prevention, 

medical diagnosis, geographical information and remote 

sensing systems, etc.. A typical image retrieval application 

example is a design engineer who needs to search his 

organization database for design projects similar to that 

required by his clients, or the police seeking to confirm the 

face of a suspected criminal among faces in the database of 

renowned criminals. In the commerce department, before 

trademark is finally approved for use, there is need to find 

out if such or similar ones ever existed. In hospitals, some 

ailments require the medical practitioner to search and 

review similar X-rays or scanned images of a patient 

before proffering a solution. A typical CBIR uses the 

contents of an image to represent and access. CBIR 

systems extract features (color, texture, and shape) from 

images in the database based on the value of the image 

pixels. These features are smaller than the image size and 

stored in a database called feature database. Thus the 

feature database contains an abstraction (compact form) of 

the images in the image database; each image is 

represented by a compact representation of its contents 

(color, texture, shape, and spatial information) in the form 

of a fixed length realvalued multicomponent feature 

vectors or signature. This is called offline feature 

extraction. The main advantage of using CBIR system is 

that the system uses image features instead of using the 

image itself. So, CBIR is cheap, fast, and efficient over 

image search methods. A key component of the CBIR 

system is feature extraction. A feature is a characteristic 

that can capture a certain visual property of the image. 

CBIR differs from classical information retrieval in that 

the image databases are essentially unstructured, since 

digitized images consist purely of arrays of pixel 

intensities, with no inherent meaning. One of the key 

issues with any kind of image processing is the need to 

extract useful information from the raw data (such as 

recognizing the presence of particular shapes or textures) 

before any kind of reasoning about the image’s contents is 

possible. Early studies on CBIR used a single visual 

content such as color, texture, or shape to describe the 

image. The drawback of this method is that using one 

feature is not enough to describe the image since the image 

contains various visual characteristics. In this paper, we 

propose to extract both color and texture features from the 

image. Color and texture feature extract are simpler 

compared to other features. 

 

II. Color and Texture based similarity calculations 

 

Color is the sensation caused by the light as it interacts 

with our eyes and brain [11-13]. Color features are the 

fundamental characteristics of the content of images. 

Human eyes are sensitive to colors, and color features 

enable human to distinguish between objects in the images. 

Colors are used in image processing because they provide 

powerful descriptors that can be used to identify and 

extract objects from a scene. Color features provide 

sometimes powerful information about images, and they 

are very useful for image retrieval. Many methods [11-15] 

can be used to describe color feature. There are color 

histogram, color correlation, color moments, color 

structure descriptor (CSD), and scalable color descriptor 

(SCD). In this paper, we will use color moment method 

because it has the lowest feature vector dimension and 

lower computational complexity. To extract the color 

features from the content of an image, we need to select a 

color space and use its properties in the extraction. In 

common, colors are defined in three-dimensional color 

space. In digital image purposes, RGB color space is the 

most prevalent choice. The main drawback of the RGB 

color space is that it is perceptually non-uniform and 

device dependent system. The HSV color space is an 

intuitive system, which describes a specific color by its 

hue, saturation, and brightness values. This color system is 

very useful in interactive color selection and manipulation. 

The first-order (mean), the second (standard deviation), 

and the third-order (skewness) color moments have been 

proved to be efficient and effective in representing color 

distributions of images. If the value of the i th color 

channel at the j th image pixel is pi j , then the color 

moments are as follows. 

 

Similarity Measurement: 

 

a) Energy:The energy measure tells us something about 

how the intensity levels are distributed 

b) Entropy:The entropy is a measure that tells us how many 

bits we need to code the image data 

c) Standard deviation:The standard deviation, which is also 

known as the square root of the variance, tells us 

something about the contrast 

d) Probability  

e) Skew  
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The color feature similarity measure is given by 

 

                          (4) 

 

Where NQ and NI denotes the number of dominant colors 

of the query image Q and the target image I respectively. 

  

When retrieving the images we calculate the similarity 

between the query image and each target image in the 

image database, and then sort the retrieval results 

according to the similar value using Distance measurement  

Method : 

 Euclidean Distance 

                                    Sqrt((X2 – X1)
2
 + (Y2 – Y1)

2
) 

 Manhattan Distance 

Take the sum of the absolute values of the differences of 

the coordinates. For example, if  

X=(a, b) and y=(c, d), the Manhatten distance between x 

and y is |a - c| + |b - d|.  

 Mahalanobis Metric 

 
 Canberra Distance 

 Bray Curtis Distance 

               Minkowski Distance= ( )
1/p

 

One fundamental step in CBIR system is the similarity 

measures. Similarity between two images is to find the 

distance between them. The distance between two images 

can be calculated using feature vectors that are extracted 

from the images. Therefore, the retrieval result is not a 

single image, but many images will be retrieved similar to 

the input image. Different similarity measures have been 

proposed based on the empirical estimates of the 

distribution of features, so the kind of features extracted 

from the image and the arrangement of these features in a 

vector will determine the kind of similarity measures to be 

used. Different similarity measures will affect the retrieval 

performance of image retrieval significantly. 

Quantifying texture content of an image is the most 

important method to image region description. No formal 

definition for texture, but we can say that it provides the 

measures of properties such as smoothness, coarseness, 

and regularity. Furthermore, texture can be thought as 

repeated patterns of pixels over a spatial domain. If the 

texture has exposed to some noise, the patterns and their 

repetition in the texture can be random and unstructured. 

Since there is no accepted mathematical definition for 

texture, many different methods are proposed for 

computing texture. Among these methods, no single 

method works best with all types of texture.  

 

Some common methods are used for texture feature 

extraction such as statistical, model-based, and transform-

based methods. Before we extract the texture feature from 

the image, we perform a preprocessing step using Ranklet 

Transform. The result of applying Ranklet Transform on 

the image is 3 ranklet images in different orientation 

(vertical, horizontal, and diagonal).  

 

Ranklet Transform belongs to a family of nonparametric, 

orientation-selective, and multiresolution features that has 

the wavelet style. It has been used for pattern recognition 

and in particular to face detection. Later on, it has been 

used for testing and estimating 3D structure and motion of 

objects.  

 

From 2004, Ranklet Transform has been used in medical 

fields. It has been applied to the problems of tumoral 

masses detection in digital mammograms. Some tests show 

that Ranklet Transform performs better than some methods 

such as pixel-based and wavelet-based image 

representations.  

 

III. METHODOLOGY/FRAME WORK 

 

The methodology of the experimentation to retrieve 

images according to the query image is explained in this 

section. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2: Frame work of the simulation 

 

IV. SIMULATION RESULTS 

 

The simulation results pertaining to the proposed method 

are presented in the fig.3 (a) through 3(f). 

 

Browse Query Image 

Load Database 

Search the database 

Retrieve Images 

based on distance 

and similarity 

measurements 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Fig.3: Simulation output screen shots 

IV.CONCLUSION 

Although CBIR has been a very active research area since 

1990’s, many challenges are issued because of the 

complexity of image data. Many researches have been 

done to develop some algorithms that solve some problems 

and achieve the accuracy when retrieving images and 

distinguishing between them. Many proposed algorithms 

use images to extract features and use their features for 

similarity matching. However, most of the algorithms use 

the gray scales images. Experimental results for ten class 

images showed that the proposed method has higher 

retrieval accuracy than those based on color and texture 

features respectively. Because the method uses multi-

features, which make use of each feature’s unique 

advantages, in addition the dimensions of features vector 

are low. In the future, we propose a method that combines 

the shape and spatial features with the color and texture 

feature to represent the image. This will give good results. 

Also, segmentation is a method to extract regions and 

objects from the image. The segmented regions are used 

for similarity matching. 
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